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I am an experienced software engineer specializing in site reliability and platform engineering. I’ve 
delivered many impactful projects with large scope. I’m passionate about building scalable systems that 
work seamlessly for users; finding ways to make reliability a core tenet of organizations’ engineering 
culture; and helping other engineers be successful and grow.

Education and Technical Skills  
University of Virginia School of Engineering 
and Applied Sciences

August 2009 - May 2013
Charlottesville, VA 

B.S. in Computer Science

Programming Languages
Proficient in Python, Java, Javascript, HTML/CSS, various Shell flavors
Frameworks
Extensive experience with Flask and Django, React, many AWS services, Docker, Kubernetes, Terraform
Datastores
Amazon DynamoDB, MySQL, Postgresql, Memcached, Redis, InfluxDB

Professional Experience  
Senior Site Reliability Engineer
Pinterest

April 2022 - Present
Seattle, WA 

- Developed and implemented decentralized alerting strategy for Pinterest’s API platform (embedded 
SRE engagement) resulting in:
- 42% reduction in Time-to-Detection of Organic incidents from 2023-2024
- 65% reduction in Time-to-Mitigation of Organic incidents from 2023-2024
- 26% reduction in paging volume to API on-call rotation from 2023-2024

- Most active incident responder at Pinterest from 2023-2024 (involved in 50% of Organic incidents, 
34% of all incidents)

- Active member of company-wide IMOC (incident manager on-call) providing leadership and guidance 
to dozens of high severity incidents, authoring high quality postmortems and driving incident reviews to 
produce effective remediations (recognized with company-wide reliability award in Q4 2024).

- Taught dozens of onboarding sessions to hundreds of new hires for two separate courses (Python 
Testing 101 and Incident Management)

Staff Software Engineer
Rover - Site Reliability Engineering

September 2020 - April 2022
Seattle, WA 

- Drove long term reliability efforts resulting in:
- 42% reduction in overall incident volume from 2020-2021
- 27% reduction in manually detected incidents from 2020-2021
- 50% reduction in paging volume from 2017-2021

- Provided guidance for capacity planning, scalability, and stability around Rover’s public listing process
- Built automated infrastructure to manage 500+ monitors for all aspects of Rover’s business
- Created internal library to manage hundreds of individual metrics used by dozens of feature areas, 

automatically generating documentation and facilitating long term maintainability of observability at 
Rover

- Wrote dozens of pages of documentation and learning material around all aspects of site reliability 
engineering at Rover, including popular self-directed learning course and “SRE Scavenger Hunt”

- Conducted ~100 interviews over 4.5+ years at Rover for engineering, management, and product 
candidates. Participated in bar raising program to ensure high quality of Rover’s recruiting program. 
Attended multiple college job fairs

- Spent dozens of hours pairing with junior engineers and engineering teams to spread knowledge and 
help the organization grow
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Senior Software Engineer
Rover - Site Reliability Engineering

April 2019 - September 2020
Seattle, WA 

- Planned and lead Python 3 migration with a team of 3 engineers. Upgraded 200+ dependencies, 
700,000+ LLOC, and ~5,000 unit tests. Performed phased production rollout with minimal customer 
impact and delivered project 4 months before Python 2 end-of-life

- Established formal incident postmortem process capturing metadata on 300+ production incidents at 
Rover to drive fewer customer-reported incidents, improve monitoring capabilities, and evangelize 
observability best practices across the engineering organization

- Contributor to Rover’s engineering blog, which contains entries on some of the projects discussed in 
my resume: engineering.rover.com

Software Engineer
Rover - Site Reliability Engineering

August 2017 - April 2019
Seattle, WA 

- Reduced peak master database CPU utilization from ~70% to ~20% in spite of 2x YoY query volume 
growth by introducing robust observability to the engineering organization allowing us to identify query 
performance issues

- Designed, implemented, and rolled out highly available SMS ingestion service utilizing Amazon 
DynamoDB to decouple message ingest from backend processing, which mitigated the impact of 
several major backend processing outages. Zero downtime and customer impact during the rollout

- Implemented zero downtime database migration pipeline to mitigate availability risks with existing 
system. Pipeline has run 200+ successful migrations

- Rolled out asynchronous I/O to dozens of production web servers to mitigate availability risks from 
third-party outages

Software Development Engineer II
Amazon - Search Experience

August 2015 - July 2016
Seattle, WA 

- Implemented critical solution in conjunction with several other organizations to reduce unnecessary 
downstream traffic by >99%, enabling downstream systems to handle the massive scale 
accompanying Amazon’s Prime Day. Facilitated load testing of this solution prior to Prime Day 2016

- On-call for the primary services powering Amazon’s search, which handle peak traffic of >10,000 
requests per second. Drove resolution for dozens of high severity customer-impacting issues. Helped 
improve operational excellence of team by removing redundant alarming and adopting metrics-based 
system monitoring  

- Worked on >500,000 LLOC codebase involving hundreds of developers across multiple organizations

Software Development Engineer
Amazon - Marketplace

June 2014 - August 2015
Tempe, AZ 

- Developed critical infrastructure as part of multi-year migration from legacy Oracle database to a 
scalable DynamoDB based solution, with design vetted by Amazon Principal Engineers. This service 
handles >5000 requests per second worldwide, with >five 9s of Availability

- Resolved internal and external customer issues involving simple database updates to large-scale 
customer migration script

- Worked on small team of fewer than 12 developers managing dozens of microservices, including 
development, testing, on-call rotation. All code written met unit testing quality bar of >90% coverage

Software Development Engineer in Test 
Microsoft Corporation - Application Insights

August 2013 - June 2014
Seattle, WA 

- Leveraged existing frameworks from different groups to implement a UI automation framework for web-
based product portal, along with ~20 automated test cases for critical functionality (~20k LLOC of C# 
within framework, ~2k LLOC written by me)

- Automation framework revealed several product bugs, many of which I also fixed
- Maintained development environments utilized by entire product team

DevOps Intern
WillowTree Apps

May 2012 - August 2012
Charlottesville, VA 

- Worked on large-scale Django project developing API endpoints and fixing bugs (~26k PLOC in 
Python)

http://engineering.rover.com
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- Developed tools for management of and worked with backend databases (Postgresql and Redis)
- Researched potential uses of graph databases and presented findings to the company

Undergraduate Researcher at University of Virginia
Programming Languages Group (under Wes Weimer)

June 2011 - February 2012
Charlottesville, VA 

- Published peer-reviewed research paper at the International Symposium on Software Testing and 
Analysis (28% acceptance rate), “A Human Study of Patch Maintainability.” http://dl.acm.org/
citation.cfm?id=2336775

- Helped organize and carry out a human study to investigate software maintainability, involving 
examination of open source C programs and the collection of data from over 150 participants and 
statistical analysis of data

- Contributed to a long term, ongoing research project involving >14000 PLOC in OCaml

Open Source Contributions and Side Projects
dogstatsd-collector (github.com/roverdotcom/dogstatsd-collector)            
- Library for collecting DataDog StatsD metrics for deferred flushing
- Used in Rover’s production systems for observability

Cocktails with Landy (cocktailswithlandy.com)
- Comprehensive searchable database of craft cocktail recipes
- Built full stack built from scratch, including React app, backend Django app, scalable database 

schema, and fully automated CI/CD pipeline

JoyGram (sendajoygram.com)
- E-commerce store to buy, print, and mail unique customizable physical postcards
- Built full stack built from scratch, including Angular app, backend Flask app, multiple third party 

integrations, and fully automated CI/CD pipeline

Lineup Songs (lineupsongs.com)
- Simple React webapp to create and update Spotify playlists with top songs from artists

Speaking 
For video recordings of talks see alexlandau.dev/#speaking

“Making Observability Frictionless”
Dash 2020 

August 2020
Global 

- Discussed how we’ve made observability easy to adopt and how we’ve driven outcomes from 
observability culture at Rover

- Virtual audience of ~4,000 attendees. Talk was ~45 mins including questions

“Building a Culture of Observability”
PyCon 2019 

May 2019
Cleveland, OH  

- Spoke about Rover’s observability philosophy, some of the tools we’ve built, and the achievements 
we’ve made

- Audience of ~300, Talk was ~30 mins including questions

“Achieving Huge Performance Wins with 
DataDog”
DataDog Summit Seattle 2019 

April 2019
Seattle, WA 

- Invited by DataDog to speak about the query performance issues we’ve resolved using DataDog’s 
observability tools

- Audience of ~200, Talk was ~20 mins Also participated in discussion panel

http://github.com/roverdotcom/dogstatsd-collector
http://cocktailswithlandy.com
http://sendajoygram.com
http://lineupsongs.com
http://alexlandau.dev/#speaking


v3.0.0
“Tips and Tricks for Building a Scalable Cloud 
Service”
HackArizona 2015

March 2015
Tucson, AZ 

- Tech talk presented to college students during a hackathon at the University of Arizona on behalf of 
Amazon

- Room at capacity with >50 in attendance. Talk was ~40 mins with ~20 minutes of questions

Various talks at Puget Sound Programming Python (PuPPY), Seattle’s largest Python user group

Teaching and Mentorship (outside work) 
Teaching Assistant and Student Mentor
Ada Developer’s Academy

February 2019 - Present
Seattle, WA 

- Ada Developer’s Academy (adadevelopersacademy.org) is a non-profit, tuition-free coding school for 
women and gender diverse adults

- Weekly teaching assistant and mentor helping students build their resume, prepare for interviews, and 
be successful at their internships

- Helped two student mentees achieve their top choice internship and receive subsequent full-time offers
- 2-3 hour weekly commitment

Mentor
Mentors in Tech

September 2020 - July 2021
Seattle, WA 

- Mentors in Tech (https://mentorsintech.com/) is a nonprofit focused on providing mentorship around the 
tech industry for less well known, non-target college computer science programs

- Met with two students once a week to help them navigate resumes, job search, and all aspects of being 
an employee in tech

- Both students found internship positions for 2021 summer
- 2 hour weekly commitment

High School Computer Science Teacher
TEALS at BASIS Phoenix

August 2014 - May 2015
Phoenix, AZ 

- Co-taught Advanced Placement (AP) Computer Science to 15 high school students, along with the 
primary teacher at the school and another volunteer through the TEALS (Technology Education and 
Literacy in Schools) program (microsoft.com/en-us/teals)

- Walked students through basic programming language concepts including variable assignment, 
branching, loops, classes, objects, polymorphism, and recursion in preparation for the AP test.

- 86% of students passed, as compared to 71% the previous year and 65% worldwide. Of the passing 
students, 85% received a score of 5 or 4 (out of 5) 

Computer Science Tutor
University of Virginia

Spring 2013
Charlottesville, VA 

- Tutored 4 students in various introductory CS classes throughout the semester, helping them study for 
exams and assisting with homework questions for approximately 10 hours/week

Teaching Assistant for “Program and Data Structures”
University of Virginia

Spring 2012
Charlottesville, VA 

- Helped students learn basic C++ and accomplish weekly programming assignments
- Graded assignments, helped proctor weekly labs and periodic exams, and held weekly office hours

http://adadevelopersacademy.org
https://mentorsintech.com/
http://microsoft.com/en-us/teals

